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ABSTRACT
Evidence-based healthcare relies on health data from 
diverse sources to inform decision-making across 
different domains, including disease prevention, aetiology, 
diagnostics, therapeutics and prognosis. Increasing 
volumes of highly granular data provide opportunities to 
leverage the evidence base, with growing recognition 
that health data are highly sensitive and onward 
research use may create privacy issues for individuals 
providing data. Concerns are heightened for data without 
explicit informed consent for secondary research use. 
Additionally, researchers—especially from under-
resourced environments and the global South—may 
wish to participate in onward analysis of resources they 
collected or retain oversight of onward use to ensure 
ethical constraints are respected. Different data-sharing 
approaches may be adopted according to data sensitivity 
and secondary use restrictions, moving beyond the 
traditional Open Access model of unidirectional data 
transfer from generator to secondary user. We describe 
collaborative data sharing, facilitating research by 
combining datasets and undertaking meta-analysis 
involving collaborating partners; federated data analysis, 
where partners undertake synchronous, harmonised 
analyses on their independent datasets and then combine 
their results in a coauthored report, and trusted research 
environments where data are analysed in a controlled 
environment and only aggregate results are exported. We 
review how deidentification and anonymisation methods, 
including data perturbation, can reduce risks specifically 
associated with health data secondary use. In addition, we 
present an innovative modularised approach for building 
data sharing agreements incorporating a more nuanced 
approach to data sharing to protect privacy, and provide a 
framework for building the agreements for each of these 
data-sharing scenarios.

INTRODUCTION
Data about health is the fundamental base 
on which evidence-based healthcare is 
constructed and underpins progress and 
innovation in health sciences and health-
care towards improved patient outcomes.1–3 
Traditionally, however, competitive research 
practices have discouraged data sharing,4 and 
researchers may withhold research datasets 

they have generated in order to protect their 
career interests and retain the capacity to 
publish innovative and high impact research. 
In addition, concerns about intellectual prop-
erty (IP) and commercial applications have 
also created barriers to secondary use of 
health data beyond the primary purpose for 
which they were collected.5

There has been a growing recognition of 
the need to use and re-use health data for as 
many diverse and future analyses as possible, 
within the scope of permissions for use 
provided by research participants through 
their informed consent. This need reflects an 
ethical imperative to maximise the benefits 
for evidence-based healthcare from the use 
of health data as an offset against the risks 
or discomfits faced by participants contrib-
uting those data,6 7 and has led to increasing 
pressure on researchers to make data and 
research outputs Open8 9 meaning that access 
to scientific resources should be unrestricted 
and free of charge wherever this is possible. 
The prioritisation of Open Access has resulted 
in requirements to adhere to Open data 
access principles in order to receive research 
funding and to publish research findings in 
academic journals.10 The Open Access prin-
ciples are also reflected in FAIR principles, 
which provide guidelines for ensuring data 

SUMMARY BOX
	⇒ Data sharing can ensure maximal ethical use of data 
resources to inform evidence-based health care.

	⇒ Different models of data sharing that move beyond 
direct open access sharing can be used to address 
challenges arising from ethical and equity con-
straints on data re-use.

	⇒ Data anonymisation and perturbation can increase 
protection of privacy and data security for sensitive 
data.

	⇒ A framework using modularised data sharing ele-
ments can facilitate creating fit-for-purpose data 
sharing agreements.
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and resources are Findable, Accessible, Interoperable 
and Reusable.11

While there is widespread support for the Open prin-
ciples, more recently it has become evident that not 
all data—and especially sensitive personal data such as 
health or genomic data—are appropriate for Open Access 
and unrestricted re-use. Furthermore, depending on 
the national privacy legislation and Health Act in place, 
reusing certain kinds of sensitive data without partici-
pant consent or moving these data across borders may be 
illegal. Not all data can be made Open in line with Open 
Access principles, for example some large datasets and 
real-world data are generated without informed consent 
from individuals and yet are granular enough to poten-
tially be used to reidentify individuals if combined with 
other identified data resources.12 A prominent example 
is the use of anonymised health datasets generated from 
routine health data or electronic medical records, which 
carry the potential risk of reidentification of health 
clients who have not consented to participate in research, 
have not been informed of the risk of reidentification, 
and have not had an opportunity to choose whether their 
sensitive health data are used for research.13 The epide-
miological and health systems value of mining these data 
is undisputed, but the risks posed to unwitting partici-
pants should be absolutely minimised given the circum-
stances under which the data are generated and used.

Another scenario in which Open secondary use cannot 
always be implemented occurs with legacy datasets which 
were collected in the past at a time when legislation and 
general research practices were much more permissive 
about data collection without detailed informed consent, 
during which time uniquely identifying data such as 
genomic data may have been generated without the 
knowledge or agreement of those individuals or without 
their explicit consent for secondary data use. These data 
cannot ethically be handed on to additional researchers 
without participant informed consent for secondary use, 
as this would expose participants through the use of their 
data to associated risks—to which they have not agreed.

With the rapid growth of genomic data generated 
from global populations there is increasing recogni-
tion of the potential for additional family and commu-
nity harms that might arise from the analysis of these 
data.14 Although individual informed consent might 
be in place, consideration must equally be given to 
the risks of onward data use for relatives, associated 
communities and identifiable population groups. 
If an individual’s genomic data are Open and iden-
tifiable, what might be the implications for their 
offspring or relatives who did not consent to the use 
of those data? How are communities affected when 
their population-level genetic or epidemiological 
data become open information, for example stigma 
that might arise when high risk genetic variants or 
particular diseases are associated with a specific 
population group? The community-level impact of 
genomic studies with San participants in Southern 

Africa clearly illustrates these risks.15 16 Responsible 
data governance, sharing, analysis and reporting are 
particularly important to support the inclusion of 
underrepresented populations in health research, 
in order to ensure that innovations and new thera-
peutic approaches are equitable and effective for all 
populations groups; and equitable and appropriate 
sharing of data from under-represented groups can 
contribute to addressing the existing bias in health 
research.17–19

Fortunately, together with the growing avail-
ability of granular and identifying datasets and a 
concomitant growing recognition of the need to 
protect the interests of individuals, communities 
and researchers, there has been rapid growth in the 
development of data governance and ethical data use 
to address these challenges. Traditionally, Open data 
sharing has been viewed as a unidirectional process 
whereby researchers who collect and generate data 
pass them onward for secondary use, either directly 
or via centralised repositories. In the process they 
must usually cede any control over how the data are 
used further. Recently, more nuanced approaches are 
being developed to ensure maximal ethical secondary 
use of data resources while minimising risks and 
respecting the level of informed consent provided by 
participants.

Here, we provide an overview of four different 
approaches to data sharing that can be adopted 
according to data sensitivity and/or restrictions on 
secondary use. We discuss direct data sharing in a 
traditional model; collaborative data sharing which 
facilitates research by combining datasets and under-
taking meta-analysis involving all collaborating 
partners; federated data analysis, in which partners 
undertake synchronous and harmonised analyses on 
their independent datasets and then combine the 
results of their analyses in a final coauthored report; 
and the use of trusted research environments (TREs) 
in which data may be analysed in a controlled envi-
ronment from which only aggregate research results 
may be exported. We also review how deidentifica-
tion and anonymisation methods can reduce the risks 
associated with secondary use of health data. In addi-
tion, we present a modularised approach for building 
data-sharing agreements (DSAs), with a framework 
that can be used to build such an agreement for each 
of these scenarios. This provides a new approach 
to building such agreements that is accessible and 
manageable for researchers without prior experience 
in drafting such memoranda.

We have focused here primarily on sharing of data 
which have been generated directly from individ-
uals and/or biospecimens collected from individual 
participants. Many of the principles we outline here 
can similarly be applied to secondary use of biospe-
cimen collections, and while the re-use of biospeci-
mens is not covered exhaustively we have noted some 
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areas where these data-sharing principles may also 
relate to the sharing of biospecimens.

MODES OF DATA SHARING
Here we discuss four modes of secondary data sharing 
that may accommodate some of the challenges associ-
ated with sharing data and conducting meta-analyses, as 
outlined in table 1.

Direct sharing
Direct data sharing is the traditional model of data 
sharing which has been most commonly in use and is 
routinely required by funders and peer-reviewed jour-
nals. In this model, the researcher who has generated 
data, the data producer, provides a full set of the data to 
other users, data consumers, for all types of secondary 
use (figure 1). This may be done via a specific centralised 

repository—for example, the H3Africa programme 
(www.h3africa.org) funders require submission of 
genomic data from the programme to the European 
Genome-Phenome Archive (https://ega-archive.org/) 
and submission of biospecimens to centralised H3Africa 
biorepositories.20 Controlled access for secondary use 
occurs under the oversight of a Data and Biospecimen 
Access Committee,21 and an embargo period formal-
ises a time period for which the data generators have 
protected access to the data for analysis and publica-
tion to ensure they are not scooped by secondary users. 
Another example is the Research Resource for Complex 
Physiologic Signals (PhysioNet, https://physionet.org/​
about/22), which offers free access to large collections 
of physiological and clinical data, while facilitating a 
level of control over the data by resource generators and 
promoting collaboration and data sharing.

Table 1  Key advantages and challenges for different modes of secondary data sharing

Mode of sharing Advantages Challenges

Direct sharing Promotes wide re-use and repurposing of data 
and biospecimens for new insights.

Ensuring equitable agreements and negotiating 
benefit sharing is difficult, there is no oversight of 
onward use of resources.

Collaborative analysis Generates large datasets with statistical power 
to make new inferences; allow oversight by data 
generators ensuring ethical onward use of data.

Collaborations can be difficult to set up; consensus 
may be tricky for authorship roles, attribution; IP may 
be difficult to assign.
Data may be difficult to harmonise and combine.

Federated analysis Can make use of resources that might not 
otherwise be shared due to incomplete consent 
or sensitive data.

Cross-dataset validation may be difficult; consensus 
may be tricky for authorship roles, attribution; IP may 
be difficult to assign.

Trusted research ecosystem Sensitive data are not exposed and cannot be 
inappropriately shared or used.

Significant investments are required to set up and 
maintain infrastructure, governance and oversight of 
TREs.

IP, intellectual property; TRE, trusted research environment.

Figure 1  Direct sharing. Unidirectional transfer of resources from generator to consumer. The consumer performs data 
analysis and generates the research output.
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A central challenge for direct sharing of health data 
is how to ensure that the privacy of participants is main-
tained.23 While it remains impossible to anonymise 
genomic data, which is by its intrinsic nature identi-
fying,24–26 participant safe-guarding for the use of highly 
granular clinical and epidemiological data can be 
achieved through data deidentification, anonymisation 
and also data perturbation. As large datasets become 
increasingly granular and health metrics become increas-
ingly precise, the opportunity to reidentify individuals 
through cross-reference with other records does become 
higher—for example, given the dates and locations 
of sequential health facility visits together with partici-
pant age and comorbidity profile it becomes feasible to 
reidentify a study participant through cross reference to 
identified routine health facility records. Legislation that 
protects privacy increasingly recognises the sensitivity of 
health data and may offer specific protections in addition 
to national Health Acts that enshrine healthcare client 
confidentiality. An example of this is the Protection of 
Personal Information Act in South Africa which catego-
rises health data as ‘special’ data, requiring additional 
considerations and protections.27

Collaborative meta-analysis
Whereas direct data sharing results in a unidirectional 
transfer of data without collaborative opportunities, 
growing use of data standards has provided greater 
opportunities to harmonise datasets and combine them 
for collaborative meta-analysis.28 In this model, data 
generators work together to combine their anonymised 
datasets and then conduct analyses that provide more 
statistical power and generalisable findings than when 
analysing the individual datasets (figure  2). Sometimes 
in these studies it is also possible to have discovery and 
validation dataset analysis to measure the generalisability 
of findings from particular analyses. A significant advan-
tage of collaborative meta-analyses is that the data gener-
ators have oversight of the onward use of the data they 
have generated and can ensure that ethical and informed 
consent constraints are respected. In addition, they are 
able to receive recognition for the ongoing analysis of 
the data they have generated, which can contribute to 
ensuring sustainability of their research and avoid their 
work being ‘scooped’ before they have brought it to 
publication.29 This attribution is particularly impor-
tant in under-resourced research environments where 
securing research grants is both difficult and also essen-
tial for sustainability.

One of the major challenges for performing meta-
analyses is the combination of large datasets which may 
have different data structures and captured variables, 
even when they are addressing similar primary research 
questions. The process of data harmonisation and asso-
ciated data quality checking can be extremely time and 
resource-consuming, and requires the development of 
common data models. For example, The International 
Epidemiology Databases to Evaluate AIDS consortium 

developed these tools, and used the OMOP common data 
model (https://ohdsi.github.io/CommonDataModel/​
index.html) in order to combine international datasets 
from studies of populations living with HIV/AIDS across 
multiple countries for meta-analysis and comparative 
studies.30 Large consortia such as the Global Genomic 
Medicine Collaboration31 (https://g2mc.org/), Global 
Alliance for Genomics and Health32 (https://www.​
ga4gh.org/) and International HundredK+Cohorts 
Consortium33 (https://ihccglobal.org/) now contribute 
significant resources into developing data standards for 
wider use, to enable such meta-analyses using health, 

Figure 2  Collaborative meta-analysis. Generators combine 
their resources and do a joint meta-analysis on the combined 
dataset. The generators do a joint analysis and generate a 
collaborative research output.
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epidemiological and genomic data without requiring 
retrofitting and retrospective harmonisation of data for 
meta-analysis.

Federated analysis
In some cases, data use permissions, ethical constraints 
or informed consent limitations mean that data may not 
be shared with other parties in direct transfer or collab-
orative meta-analysis agreements. In addition, for very 
large datasets their size may also prohibit routine transfer 
of datasets for secondary use. In these cases, federated 
analysis is another approach that may be used to opti-
mise secondary knowledge generation from datasets that 
cannot be shared. For the federated data analysis model, 
datasets are held separately by collaborating parties but 
are analysed locally in the same way, and then aggregate 
data and/or findings are combined and reported jointly 
(figure  3). The complete, granular datasets are never 
shared and never combined, and the analyses are run 
by the data generators only on their local dataset. This 
approach is used increasingly because it can circumnavi-
gate some of the more difficult logistical, procedural and 
practical challenges that can hinder meta-analyses34 35—
as described in oncology research using routine health 

data,36 and pharmaco-epidemiology networks,37 by way of 
example.

Similar to collaborative meta-analysis, datasets for 
federated analysis still need to be comparable so that 
aggregate results and analysis outputs may be compared 
and/or combined, but the requirement for an exact 
replication of data structure and coding is less rigorous, 
even though federated analysis still requires common 
data elements and care needs to be taken to ensure that 
analysis outputs are comparable.38 Standardised univar-
iate data exploration of the data from each collaborator 
can help to flag existing biases in any of the contributory 
datasets. An additional application of this approach for 
multicentre collaborative studies is for a single data infra-
structure to be created, but with partitioning that allows 
each centre control of and access to only their own data 
in the database.39 An implementation example for feder-
ated database access is the assignment of Data Access 
Groups in REDCap databases,40 ensuring user groups are 
only able to see certain records in the database that are 
entered by members of their own user group although 
the common data structure is used by all. Increasingly, 
researchers are also practicing federated learning 

Figure 3  Federated analysis. Researchers independently conduct the same analysis on their own datasets and then combine 
their analysis outputs. Only the independently generated analysis results are combined in a joint research output.
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whereby only algorithm weightings are shared and can 
be integrated by all collaborators in order to build a final 
model.41

A Trusted Research ecosystem
As data-sharing models evolve, it has become evident that 
many researchers wishing to undertake secondary anal-
ysis on shared datasets will do so in a responsible and 
considered way, and that trusted and validated users may 
be able to run their own analyses directly on large data-
sets under controlled conditions.

A Trusted Research Environment
Generating and managing datasets for sharing can be 
a time-consuming, labour-intensive task that is often 
not recognised in assignment of budgets and personnel 
time. As datasets become ever larger, the number of data 
consumers wishing to use those data are also rapidly 
increasing, and many of these are repeatedly requesting 
related datasets. Organisations holding such large data-
sets have begun creating platforms where trusted users 
are able to directly query the complete dataset without 
visualising the personalised data or extracting any 
sections of the dataset for download.42 In this online 
environment, the data consumer can run their required 
data analyses and export only the output and aggregated 
results (figure  4). This provides the data provider with 
full control over the access and use of the shared data, 
while enabling secure access to data for appropriate 
research purposes. Ongoing query logging tracks the 
user activities on the platform to ensure accountability. 
Some examples of TREs include the UK’s Secure Data 
Environment server (https://digital.nhs.uk/services/​
secure-data-environment-service) for research access to 
anonymised health service patient data; the UK Biobank 
Research Analysis Platform,43 the Terra platform devel-
oped by the Broad Institute (https://terra.bio/about/​
mission/) and the Seven Bridges Platform (https://www.​
sevenbridges.com/platform/).

Trusted third party for data linkage, anonymisation and 
perturbation
Linking datasets from disparate data sources but for 
the same group of individuals can provide important 
epidemiological and health insights. In some legislative 
circumstances, this kind of analysis can only be done 
using anonymised data which creates the paradox in 
which identifying data fields are required to perform the 
linkage, but should not be revealed to the researchers 
using the linked dataset. In these circumstances, data 
linkage and subsequent anonymisation and perturba-
tion of the linked dataset may be undertaken by a trusted 
third party who provides the linkage facility but has no 
further investment or involvement in the provided and 
output datasets. This third party will sign a non-disclosure 
agreement or memorandum of understanding regarding 
confidentiality, data protection and non-use of the data, 

as well as committing to deleting all data related to the 
linkage process within a specified time frame.

ADDITIONAL CONSIDERATIONS FOR DATA SHARING
Considerations for commercial use of data
Use of data for commercial use is a specific use case that 
comes with many additional and specific complexities. 
These include IP and potential licensable and/or patent-
able output. Because of the complexity and the difficulty 
in generalising these kinds of DSAs, in this study we have 
focused on sharing for academic research, recognising 
that the legal and ethical complications of data sharing 
for commercial purposes require an in-depth review that 
is beyond the scope of the current analysis.

Data deidentification and anonymisation
Data deidentification and data anonymisation refer to the 
processes of preparing, managing and distributing data-
sets removed of personally identifiable information. This 

Figure 4  Trusted Research Environment. Researchers 
register for an account that allows them access to a dataset 
on a secure platform where they can run analyses and 
generate outputs, but can only download and take away the 
outputs of the analyses without copying, downloading or 
retaining the raw data. Researchers generate independent 
analyses and research outputs from a common data source.
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is important in multicentre health research studies, for 
example, to provide a scalable and secure way for sharing 
medical information from health service records while 
safeguarding the privacy of patients.44 These approaches 
can also alleviate concerns that consent requirements for 
the use of identified data negatively impact research cost, 
recruitment rates, research duration and outcomes and 
may also exacerbate recruitment bias (reviewed in45–47).

Data deidentification is a process used to remove or 
replace the patient identifiers, such as name and identity 
number, from private records to prevent the relinking 
of the personally identifiable data to the data subject.44 
At the earliest opportunity, personal identifiers of the 
medical data are encrypted and the deidentified dataset 
is stored in a separate database. An internal anony-
mous key is used to link the deidentified data with the 
attribute data, and the dataset is always differentially 
perturbated for each dataset release to prevent linkage 
of independent datasets released leading to reidenti-
fication. Necessary access to databases with personally 
identifiable information, for example by database devel-
opers or analysts undertaking data linkage or curation, 
is tightly managed and restricted to absolute instances 
and subjected to both specific approvals and governance 
undertakings. Such data deidentification still allows for 
the future reassociation between the personally identifi-
able data and the individual, and similarly pseudonymi-
sation replaces personally identifiable information with 
pseudonyms with a separate lookup table that can map 
pseudonyms to personally identifiable information. True 
data anonymisation, however, removes this association 
while preserving the utility of the information as much 
as possible.

Data perturbation is the addition of alterations or 
noise to the data to prevent the reidentification of the 
study participants and can be applied on different types 
of datasets to protect both privacy and confidentiality, 
including analysis extracts, research extracts without 
informed consent, and data in databases that are used for 
maintenance and development work within data storage 
environments.48 Some examples of simple types of data 
perturbation include using only year of birth rather than 
date of birth; adding an undisclosed integer to all event 
dates so that times between key dates remain unchanged 
but reidentification through date-defined events is mini-
mised, and using age in years at an event rather than 
providing birth year or event dates. More advanced 
statistical approaches may also be used to ensure privacy, 
providing a framework for ensuring that it is very diffi-
cult to infer information about individuals from a dataset 
while ensuring results of analyses remain true to the 
underlying dataset.49 50 Anonymisation techniques are 
vulnerable to reidentification attacks using auxiliary 
datasets to compromise the privacy of data subjects, and 
it is advisable to apply perturbation to as many fields as 
possible for all requests, with perturbation techniques 
varying per request depending on the intended research 
questions and ethical concerns. Techniques and metrics 

such as k-anonymisation and metrics such as l-diversity 
can be used to reduce these risks.44 51

DATA-SHARING AGREEMENTS
A DSA is a formal document which allows for the regu-
lation of data exchange between data generators and 
consumers in a controlled manner. This is done by 
defining a priori specific guidelines and procedures 
agreed on by both parties on what is required, permis-
sible or denied with respect to data covered by the 
agreement.52 While there are multiple clauses in a DSA 
(table  2), in this paper we have focused on informed 
consent, benefit sharing, IP, intended outputs and 
authorship, attributions and acknowledgements as they 
are central to ensuring ethical and equitable data sharing 
among researchers, and can often be focal points for 
contention if they are not established up front. Online 
supplemental table S1 provides descriptions of some of 
the most commonly included DSA elements.

Informed consent
Consent protocols and documents must be robust, and 
those conducting the primary study need to ensure that 
relevant consent that allows for secondary use of the 
data is in place, and that the consent documents are 
aligned with the intended onward use of the data and/or 
biospecimens.53 This is essential for direct sharing where 
control over secondary use is completely relinquished 
and the primary data generators lose oversight of the 
onward use of the data. In addition, if any commercial 
onward use is intended, participants need to have specif-
ically consented for the use of their data for commercial 
purposes, and any share in profits or benefits from such 
onward use, or lack thereof, needs to be clearly identified 
in the consent information for the participants.

Benefit sharing
Generating primary data in under-resourced settings 
is often a challenging and expensive undertaking for 
researchers, and participation in research may itself be 
challenging in under-resourced environments. There 
is, therefore, an ethical imperative to ensure maximal 
return of benefits from onward sharing of these data. 
Such benefit sharing is often overlooked, especially for 
secondary use of data. While collaborative and federated 
sharing and the use of TREs ensure that the primary data 
generators are still involved in the secondary use of data, 
in the case of direct sharing consideration should be 
given to ensuring both the data generators and research 
participants might benefit from the secondary use of their 
data. While benefit sharing is not yet commonly incul-
cated in research planning, there is increasing recogni-
tion of the need to plan for benefit sharing, and avail-
able frameworks provide guidance for implementation.54 
For non-human genetic resources, such benefit sharing 
is governed by the access and benefit-sharing provi-
sions of the United Nations’ Convention on Biological 
Diversity and its supplementary Nagoya Protocol. These 
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agreements recognise that countries have the sovereign 
right to regulate access to their genetic resources. It is 
uncertain whether digital sequence information (DSI) 
associated with those genetic resources are included in 
these agreements, but since December 2022, processes 
are underway to incorporate DSI in the benefit-sharing 
accords.55 It is also important to recognise that benefit-
sharing protocols may need to be tailored according to 
the specific requirements of under-represented popula-
tion groups.15 56

Intellectual property
For all modes of data sharing, ownership of the current 
and future IP rights associated with the shared data must 
be clearly assigned, and this should be done a priori 
to avoid problems arising in the future. In addition, as 
this has legal implications this element of DSAs should 
be compiled with the input of legal and/or technology 
transfer departments at the institutions of the parties 
entering into the DSA.

Intended output
A detailed description of the intended or anticipated 
outputs from the shared data, such as manuscripts, 
training materials, tools and products, needs to be 

described in detail a priori to ensure that they align with 
the consent provided by participants, especially in the 
case of direct sharing where control of the data is relin-
quished by the data producers and they lose oversight 
of onward data use. Having clearly defined outputs can 
also strengthen collaborative and federated analysis, by 
ensuring that the parties involved are working towards 
explicit common goals, and that they also do not acci-
dentally infringe on each other’s independent research 
agendas.

Authorship, attribution and acknowledgements
Agreement on the authorship and attribution plan for 
outputs generated from the data and/or biospecimens 
should be reached and recorded in DSAs. For academic 
output, documenting first, senior and corresponding 
authorship in future publications arising from the agreed 
data sharing can focus collaborators’ roles and prevent 
disputes down the line. For direct sharing, the data gener-
ators should also be adequately acknowledged in research 
outputs emanating from the secondary use of the data 
that they have made available. In collaborative and feder-
ated DSAs, this can ensure that such agreements do not 
disadvantage any of the partners, and ensuring this kind 

Table 2  Data sharing agreement modules for four types of data sharing

Type of data sharing Direct share Collaborative Federated TRE

Agreement module

 � Data generator details x x x x

 � Roles and responsibilities x x x x

 � Data consumer details x x x x

 � Data consumer roles and responsibilities x x x x

 � Purpose of sharing initiative x x x x

 � Anticipated or intended output x x x x

 � Appropriate ethics and consent documents x x x x

 � Term/duration of sharing initiative x x x x

 � IP ownership x x x x

 � Data ownership x x x x

 � Description of data and/or biospecimens x x x x

 � Mode of data transfer (including costs) x x

 � Mode of biospecimen transfer (including costs) x x

 � Mode of sharing data analysis code x x

 � Termination of sharing initiative x x x x

 � Timeline for retention of data and/or biospecimen x x

 � Procedure for permanent deletion of data x x

 � Procedure for discarding of biospecimen x x

 � Risk assessment x x x x

 � Type of benefit sharing x x x x

 � Authorship for publications x x x x

 � Acknowledgement statement x x x x

IP, intellectual property; TRE, trusted research environment.
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of equity is especially important where partnerships occur 
between more established and early career researchers, 
between highly resourced and poorly resourced research 
groups, and between researchers in the global North 
and global South.57 To foster equity in research, there is 
increasing recognition of the need to encourage primary 
data generators from under-resourced environments 
and the global South to take active roles in subsequent 
research using the datasets they generated, and to take 
on senior author roles in subsequent publications.

CONCLUSION
The value to be derived from secondary use of data and 
biospecimens is undisputed. It is more complex, however, 
to ensure that such secondary use of resources is done 
in a way that is ethically sound and respects the prefer-
ences and privacy of the participants who donated those 
resources for research. In addition, there is increasing 
awareness of the need for equitable research agreements 
that do not reinforce the inequitable research dynamics 
that have been common to date.

Here, we have described four different modes of data 
sharing that may provide ways for ethical secondary 
use of data, including ways of sharing that might be 
used where data cannot be directly shared onwards 
to third parties. This need arises most frequently in 
situations where data are particularly sensitive, where 
informed consent for secondary analysis has not been 
provided by research participants, and for legacy data-
sets for which terms of consent were insufficient or 
not documented. While direct, unidirectional sharing 
has been the most common mode of sharing to date, 
with increasingly granular health and personal data 
the risks to individual participants of reidentification 
and breach of privacy are also increasing. We have 
outlined here some of the approaches used for data 
deidentification, anonymisation and perturbation, 
which all increase the security of participants when 
their data are shared onward for secondary analyses. 
As the global repositories of granular personal data 
rapidly expand, the availability of data to triangulate 
for reidentification of individuals also increases along 
with the risk of data breach, with the consequence 
that these approaches to prevent reidentification by 
anonymisation and perturbation are more important 
than ever before.

We anticipate that the development of more 
nuanced data-sharing models such as those described 
here may facilitate DSAs which might not have previ-
ously been possible. For example, a common concern 
of data generators is that they do not wish to lose 
oversight of how the data they have collected from 
participants are being used by other researchers; and 
another is that data generators, especially those with 
fewer resources for data analysis, might be scooped 
by better resourced research groups as soon as they 
make their data resources available. The options for 

collaborative meta-analysis and federated analysis 
both provide models in which these concerns are fully 
addressed without hindering the possibility of onward 
use of data resources. Concerns about data privacy, 
the potential for misuse of sensitive data and risks to 
participant privacy may also be taken into consider-
ation through federated analysis or the use of a TRE. 
These data-sharing solutions do not require centrali-
sation of data and provide opportunities to negotiate 
collaborative secondary research and benefit-sharing, 
and we have also provided an overview of the types of 
clauses which should be included in DSAs using these 
approaches.

We have, in this way, approached the challenges 
for secondary sharing of sensitive health data with a 
solutions-based lens, proposing different models of 
data sharing that can overcome common barriers to 
secondary analysis. While the approaches we have 
described are not exhaustive, we hope to encourage 
creative thinking that moves beyond direct, unidi-
rectional sharing for secondary use, and to facilitate 
collaborative and equitable data sharing that can 
effectively advance and support a growing evidence 
base for the provision of optimal healthcare.

Contributors  NT designed the study. TT compiled datasharing agreement section, 
ETL and TM compiled data anonymisation section. All authors contributed to 
writing, editing and reviewing the manuscript.

Funding  This work is supported by the African Data and Biospecimen Exchange 
Project, funded by a Calestous Juma Fellowship (PI: Nicki Tiffin, INV-037558) from 
the Bill & Melinda Gates Foundation. NT, ETL and TT are supported by funding from 
the Bill & Melinda Gates Foundation (The African Data and Biospecimen Exchange, 
INV-037558), NT, TT and TM are funded by the UKRI/MRC (award number MC_
PC_22007).

Competing interests  None declared.

Patient consent for publication  Not applicable.

Provenance and peer review  Not commissioned; externally peer reviewed.

Data availability statement  Data sharing not applicable as no datasets generated 
and/or analysed for this study.

Supplemental material  This content has been supplied by the author(s). It has 
not been vetted by BMJ Publishing Group Limited (BMJ) and may not have been 
peer-reviewed. Any opinions or recommendations discussed are solely those 
of the author(s) and are not endorsed by BMJ. BMJ disclaims all liability and 
responsibility arising from any reliance placed on the content. Where the content 
includes any translated material, BMJ does not warrant the accuracy and reliability 
of the translations (including but not limited to local regulations, clinical guidelines, 
terminology, drug names and drug dosages), and is not responsible for any error 
and/or omissions arising from translation and adaptation or otherwise.

Open access  This is an open access article distributed in accordance with the 
Creative Commons Attribution Non Commercial (CC BY-NC 4.0) license, which 
permits others to distribute, remix, adapt, build upon this work non-commercially, 
and license their derivative works on different terms, provided the original work is 
properly cited, appropriate credit is given, any changes made indicated, and the 
use is non-commercial. See: http://creativecommons.org/licenses/by-nc/4.0/.

ORCID iD
Nicki Tiffin http://orcid.org/0000-0001-5083-2735

REFERENCES
	 1	 Bittencourt MS. From evidence-based medicine to precision health: 

using data to personalize care. Arq Bras Cardiol 2018;111:762–3. 

 on A
pril 17, 2024 by guest. P

rotected by copyright.
http://gh.bm

j.com
/

B
M

J G
lob H

ealth: first published as 10.1136/bm
jgh-2023-013092 on 6 O

ctober 2023. D
ow

nloaded from
 

http://creativecommons.org/licenses/by-nc/4.0/
http://orcid.org/0000-0001-5083-2735
http://dx.doi.org/10.5935/abc.20180240
http://gh.bmj.com/


10 Tamuhla T, et al. BMJ Glob Health 2023;8:e013092. doi:10.1136/bmjgh-2023-013092

BMJ Global Health

	 2	 Guyatt G, Cairns J, Churchill D. Evidence-based medicine: 
a new approach to teaching the practice of medicine. JAMA 
1992;268:2420–5. 

	 3	 Bloomrosen M, Detmer DE. Informatics, evidence-based care, and 
research; implications for national policy: a report of an American 
Medical Informatics Association health policy conference. J Am Med 
Inform Assoc 2010;17:115–23. 

	 4	 Afraid of Scooping – Case Study on Researcher Strategies against 
Fear of Scooping in the Context of Open Science, Available: https://​
datascience.codata.org/articles/10.5334/dsj-2017-029/ [Accessed 
27 Apr 2018].

	 5	 Munos B. Lessons from 60 years of pharmaceutical innovation. Nat 
Rev Drug Discov 2009;8:959–68. 

	 6	 Centre for Open Science. The open science framework. Available: 
https://cos.io/our-products/osf/ [Accessed 11 Feb 2018].

	 7	 Budapest Open Access Initiative, Available: http://www.budapest​
openaccessinitiative.org/ [Accessed 28 Jan 2018].

	 8	 Zahuranec AJ, Young A, Verhulst SG. What the drive for open 
science data can learn from the evolving history of open 
government data. The Conversation. 2021. Available: http://​
theconversation.com/what-the-drive-for-open-science-data-can-​
learn-from-the-evolving-history-of-open-government-data-156778 
[Accessed 2 Dec 2022].

	 9	 McKiernan EC, Bourne PE, Brown CT, et al. How open science helps 
researchers succeed. Elife 2016;5:e16800. 

	10	 Swan A. Policy guidelines for the development and promotion of 
open access. UNESCO; 2012. Available: https://unesdoc.unesco.​
org/ark:/48223/pf0000215863

	11	 The FAIR Data Principles. Force11. The FAIR data principles. 
Available: https://www.force11.org/group/fairgroup/fairprinciples 
[Accessed 11 Feb 2018].

	12	 Liu F, Panagiotakos D. Real-world data: a brief review of the 
methods, applications, challenges and opportunities. BMC Med Res 
Methodol 2022;22:287. 

	13	 Rocher L, Hendrickx JM, de Montjoye Y-A. Estimating the success 
of re-identifications in incomplete datasets using generative models. 
Nat Commun 2019;10:3069. 

	14	 Tiffin N. Potential risks and solutions for sharing genome summary 
data from African populations. BMC Med Genomics 2019;12:152. 

	15	 Ambler J, Diallo AA, Dearden PK, et al. Including digital sequence 
data in the Nagoya protocol can promote data sharing. Trends 
Biotechnol 2021;39:116–25. 

	16	 Schroeder D, Cook J, Hirsch F, et al. Ethics dumping: case 
studies from north-south research collaborations. Cham: Springer 
International Publishing, 2018. 

	17	 Osuafor CN, Golubic R, Ray S. Ethnic inclusivity and preventative 
health research in addressing health inequalities and developing 
evidence base. EClinicalMedicine 2021;31:100672. 

	18	 Celi LA, Cellini J, Charpignon M-L, et al. Sources of bias in artificial 
intelligence that perpetuate healthcare disparities—a global review. 
PLOS Digit Health 2022;1:e0000022. 

	19	 Martínez-García M, Villegas Camacho JM, Hernández-Lemus E. 
Connections and biases in health equity and culture research: a 
semantic network analysis. Front Public Health 2022;10:834172. 

	20	 Mayne ES, Croxton T, Abimiku A, et al. Genes for life: biobanking for 
genetic research in Africa. Biopreserv Biobank 2017;15:93–4. 

	21	 Beiswanger CM, Abimiku A, Carstens N, et al. Accessing 
biospecimens from the H3Africa consortium. Biopreserv Biobank 
2017;15:95–8. 

	22	 Goldberger AL, Amaral LAN, Glass L, et al. Physiobank, 
physiotoolkit, and physionet. Circulation 2000;101:e215–20. 

	23	 Culnane C, Rubinstein BIP, Teague V. Health data in an open world. 
2017. Available: http://arxiv.org/abs/1712.05627 [Accessed 23 Sep 
2018].

	24	 Erlich Y, Shor T, Pe’er I, et al. Identity inference of genomic data 
using long-range familial searches. Science 2018;362:690–4. 

	25	 Gymrek M, McGuire AL, Golan D, et al. Identifying personal 
genomes by surname inference. Science 2013;339:321–4. 

	26	 Erlich Y, Narayanan A. Routes for breaching and protecting genetic 
privacy. Nat Rev Genet 2014;15:409–21. 

	27	 Information Regulator South Africa. Protection of personal 
information act 2013, South Africa. 2013. Available: http://www.​
justice.gov.za/inforeg/docs/InfoRegSA-POPIA-act2013-004.pdf 
[Accessed 7 Jun 2018].

	28	 Schmidt B-M, Colvin CJ, Hohlfeld A, et al. Definitions, components 
and processes of data harmonisation in healthcare: a scoping 
review. BMC Med Inform Decis Mak 2020;20:222. 

	29	 Gomes DGE, Pottier P, Crystal-Ornelas R, et al. Why don’t we share 
data and code? Perceived barriers and benefits to public archiving 
practices. Proc R Soc B 2022;289. 

	30	 Lewis JT, Stephens J, Musick B, et al. The IeDEA harmonist data 
toolkit: a data quality and data sharing solution for a global HIV 
research consortium. J Biomed Inform 2022;131:104110. 

	31	 Ginsburg GS. A global collaborative to advance genomic medicine. 
Am J Hum Genet 2019;104:407–9. 

	32	 Knoppers BM. Framework for responsible sharing of genomic and 
health-related data. HUGO J 2014;8:3. 

	33	 Manolio TA, Goodhand P, Ginsburg G. The International hundred 
thousand plus cohort consortium: integrating large-scale cohorts 
to address global scientific challenges. Lancet Digit Health 
2020;2:e567–8. 

	34	 Jochems A, Deist TM, van Soest J, et al. Distributed learning: 
developing a predictive model based on data from multiple hospitals 
without data leaving the hospital - a real life proof of concept. 
Radiother Oncol 2016;121:459–67. 

	35	 Brown JS, Holmes JH, Shah K, et al. Distributed health data 
networks: a practical and preferred approach to multi-institutional 
evaluations of comparative effectiveness, safety, and quality of care. 
Med Care 2010;48:S45–51. 

	36	 Hunger M, Bardenheuer K, Passey A, et al. The value of federated 
data networks in oncology: what research questions do they 
answer? Outcomes from a systematic literature review. Value Health 
2022;25:855–68. 

	37	 Platt RW, Platt R, Brown JS, et al. How pharmacoepidemiology 
networks can manage distributed analyses to improve replicability 
and transparency and minimize bias. Pharmacoepidemiol Drug Saf 
2019;29:3–7. 

	38	 Kent S, Burn E, Dawoud D, et al. Common problems, common 
data model solutions: evidence generation for health technology 
assessment. Pharmacoeconomics 2021;39:275–85. 

	39	 Ganzinger M, Blumenstock M, Fürstberger A, et al. Federated 
electronic data capture (fEDC): architecture and prototype. J Biomed 
Inform 2023;138:104280. 

	40	 Van Bulck L, Wampers M, Moons P. Research electronic data 
capture (REDCap): tackling data collection, management, storage, 
and privacy challenges. Eur J Cardiovasc Nurs 2022;21:85–91. 

	41	 Rieke N, Hancox J, Li W, et al. The future of digital health with 
federated learning. NPJ Digit Med 2020;3:119. 

	42	 UK Health Data Research Alliance. Trusted research environments 
(TRE): a strategy to build public trust and meet changing health 
data science needs. Available: https://ukhealthdata.org/wp-content/​
uploads/2020/07/200723-Alliance-Board_Paper-E_TRE-Green-​
Paper.pdf [Accessed 19 Apr 2023].

	43	 UK Biobank. UK Biobank creates cloud-based health data analysis 
platform to unleash the imaginations of the world’s best scientific 
minds, Available: https://www.ukbiobank.ac.uk/learn-more-about-​
uk-biobank/news/uk-biobank-creates-cloud-based-health-data-​
analysis-platform-to-unleash-the-imaginations-of-the-world-s-best-​
scientific-minds [Accessed 19 Apr 2023].

	44	 Kushida CA, Nichols DA, Jadrnicek R, et al. Strategies for de-
identification and anonymization of electronic health record 
data for use in multicenter research studies. Med Care 
2012;50:S82–101. 

	45	 El Emam K, Dankar FK, Issa R, et al. A globally optimal K-anonymity 
method for the de-identification of health data. J Am Med Inform 
Assoc 2009;16:670–82. 

	46	 Kosseim P, Brady M. Policy by procrastination: secondary use of 
electronic health records for health research purposes. McGill J Law 
Health 2008;2. Available: https://mjlh.mcgill.ca/publications/volume-​
2-issue-1-21-2008/

	47	 Erlen JA. HIPAA—implications for research. Orthop Nurs 
2005;24:139–42. 

	48	 Boulle A, Heekes A, Tiffin N, et al. Data centre profile: the provincial 
health data centre of the Western Cape province, South Africa. Int J 
Popul Data Sci 2019;4:1143. 

	49	 Dwork C, Roth A. The algorithmic foundations of differential privacy. 
Found Trends Theor Comput Sci 2014;9:211–407. 

	50	 Dinur I, Nissim K. Revealing information while preserving privacy. In: 
Proceedings of the twenty-second ACM SIGMOD-SIGACT-SIGART 
symposium on Principles of database systems. San Diego California: 
ACM, 2003: 202–10. 

	51	 Sepas A, Bangash AH, Alraoui O, et al. Algorithms to anonymize 
structured medical and healthcare data: a systematic review. Front 
Bioinform 2022;2:984807. 

	52	 Phillips M. International data-sharing norms: from the OECD 
to the general data protection regulation (GDPR). Hum Genet 
2018;137:575–82. 

	53	 Tamuhla T, Tiffin N, Allie T. An e-consent framework for tiered 
informed consent for human genomic research in the global 
south, implemented as a REDCap template. BMC Med Ethics 
2022;23:119. 

 on A
pril 17, 2024 by guest. P

rotected by copyright.
http://gh.bm

j.com
/

B
M

J G
lob H

ealth: first published as 10.1136/bm
jgh-2023-013092 on 6 O

ctober 2023. D
ow

nloaded from
 

http://dx.doi.org/10.1001/jama.1992.03490170092032
http://dx.doi.org/10.1136/jamia.2009.001370
http://dx.doi.org/10.1136/jamia.2009.001370
https://datascience.codata.org/articles/10.5334/dsj-2017-029/
https://datascience.codata.org/articles/10.5334/dsj-2017-029/
http://dx.doi.org/10.1038/nrd2961
http://dx.doi.org/10.1038/nrd2961
https://cos.io/our-products/osf/
http://www.budapestopenaccessinitiative.org/
http://www.budapestopenaccessinitiative.org/
http://theconversation.com/what-the-drive-for-open-science-data-can-learn-from-the-evolving-history-of-open-government-data-156778
http://theconversation.com/what-the-drive-for-open-science-data-can-learn-from-the-evolving-history-of-open-government-data-156778
http://theconversation.com/what-the-drive-for-open-science-data-can-learn-from-the-evolving-history-of-open-government-data-156778
http://dx.doi.org/10.7554/eLife.16800
https://unesdoc.unesco.org/ark:/48223/pf0000215863
https://unesdoc.unesco.org/ark:/48223/pf0000215863
https://www.force11.org/group/fairgroup/fairprinciples
http://dx.doi.org/10.1186/s12874-022-01768-6
http://dx.doi.org/10.1186/s12874-022-01768-6
http://dx.doi.org/10.1038/s41467-019-10933-3
http://dx.doi.org/10.1186/s12920-019-0604-6
http://dx.doi.org/10.1016/j.tibtech.2020.06.009
http://dx.doi.org/10.1016/j.tibtech.2020.06.009
http://dx.doi.org/10.1007/978-3-319-64731-9
http://dx.doi.org/10.1007/978-3-319-64731-9
http://dx.doi.org/10.1016/j.eclinm.2020.100672
http://dx.doi.org/10.1371/journal.pdig.0000022
http://dx.doi.org/10.3389/fpubh.2022.834172
http://dx.doi.org/10.1089/bio.2017.0007
http://dx.doi.org/10.1089/bio.2017.0008
http://dx.doi.org/10.1161/01.CIR.101.23.e215
http://arxiv.org/abs/1712.05627
http://dx.doi.org/10.1126/science.aau4832
http://dx.doi.org/10.1126/science.1229566
http://dx.doi.org/10.1038/nrg3723
http://www.justice.gov.za/inforeg/docs/InfoRegSA-POPIA-act2013-004.pdf
http://www.justice.gov.za/inforeg/docs/InfoRegSA-POPIA-act2013-004.pdf
http://dx.doi.org/10.1186/s12911-020-01218-7
http://dx.doi.org/10.1098/rspb.2022.1113
http://dx.doi.org/10.1016/j.jbi.2022.104110
http://dx.doi.org/10.1016/j.ajhg.2019.02.010
http://dx.doi.org/10.1186/s11568-014-0003-1
http://dx.doi.org/10.1016/S2589-7500(20)30242-9
http://dx.doi.org/10.1016/j.radonc.2016.10.002
http://dx.doi.org/10.1097/MLR.0b013e3181d9919f
http://dx.doi.org/10.1016/j.jval.2021.11.1357
http://dx.doi.org/10.1002/pds.4722
http://dx.doi.org/10.1007/s40273-020-00981-9
http://dx.doi.org/10.1016/j.jbi.2023.104280
http://dx.doi.org/10.1016/j.jbi.2023.104280
http://dx.doi.org/10.1093/eurjcn/zvab104
http://dx.doi.org/10.1038/s41746-020-00323-1
https://ukhealthdata.org/wp-content/uploads/2020/07/200723-Alliance-Board_Paper-E_TRE-Green-Paper.pdf
https://ukhealthdata.org/wp-content/uploads/2020/07/200723-Alliance-Board_Paper-E_TRE-Green-Paper.pdf
https://ukhealthdata.org/wp-content/uploads/2020/07/200723-Alliance-Board_Paper-E_TRE-Green-Paper.pdf
https://www.ukbiobank.ac.uk/learn-more-about-uk-biobank/news/uk-biobank-creates-cloud-based-health-data-analysis-platform-to-unleash-the-imaginations-of-the-world-s-best-scientific-minds
https://www.ukbiobank.ac.uk/learn-more-about-uk-biobank/news/uk-biobank-creates-cloud-based-health-data-analysis-platform-to-unleash-the-imaginations-of-the-world-s-best-scientific-minds
https://www.ukbiobank.ac.uk/learn-more-about-uk-biobank/news/uk-biobank-creates-cloud-based-health-data-analysis-platform-to-unleash-the-imaginations-of-the-world-s-best-scientific-minds
https://www.ukbiobank.ac.uk/learn-more-about-uk-biobank/news/uk-biobank-creates-cloud-based-health-data-analysis-platform-to-unleash-the-imaginations-of-the-world-s-best-scientific-minds
http://dx.doi.org/10.1097/MLR.0b013e3182585355
http://dx.doi.org/10.1197/jamia.M3144
http://dx.doi.org/10.1197/jamia.M3144
https://mjlh.mcgill.ca/publications/volume-2-issue-1-21-2008/
https://mjlh.mcgill.ca/publications/volume-2-issue-1-21-2008/
http://dx.doi.org/10.1097/00006416-200503000-00011
http://dx.doi.org/10.23889/ijpds.v4i2.1143
http://dx.doi.org/10.23889/ijpds.v4i2.1143
http://dx.doi.org/10.1561/0400000042
http://dx.doi.org/10.1145/773153.773173
http://dx.doi.org/10.1145/773153.773173
http://dx.doi.org/10.3389/fbinf.2022.984807
http://dx.doi.org/10.3389/fbinf.2022.984807
http://dx.doi.org/10.1007/s00439-018-1919-7
http://dx.doi.org/10.1186/s12910-022-00860-2
http://gh.bmj.com/


Tamuhla T, et al. BMJ Glob Health 2023;8:e013092. doi:10.1136/bmjgh-2023-013092 11

BMJ Global Health

	54	 Bedeker A, Nichols M, Allie T, et al. A framework for the promotion 
of ethical benefit sharing in health research. BMJ Glob Health 
2022;7:e008096. 

	55	 Scholz AH, Freitag J, Lyal CHC, et al. Multilateral benefit-sharing 
from digital sequence information will support both science and 
biodiversity conservation. Nat Commun 2022;13:1086. 

	56	 Liggins L, Hudson M, Anderson J. Creating space for indigenous 
perspectives on access and benefit-sharing: encouraging 
researcher use of the local contexts notices. Mol Ecol 
2021;30:2477–82. 

	57	 Kumar M, Atwoli L, Burgess RA, et al. What should equity in global 
health research look like Lancet 2022;400:145–7. 

 on A
pril 17, 2024 by guest. P

rotected by copyright.
http://gh.bm

j.com
/

B
M

J G
lob H

ealth: first published as 10.1136/bm
jgh-2023-013092 on 6 O

ctober 2023. D
ow

nloaded from
 

http://dx.doi.org/10.1136/bmjgh-2021-008096
http://dx.doi.org/10.1038/s41467-022-28594-0
http://dx.doi.org/10.1111/mec.15918
http://dx.doi.org/10.1016/S0140-6736(22)00888-1
http://gh.bmj.com/

	Multiple modes of data sharing can facilitate secondary use of sensitive health data for research
	Abstract
	Introduction﻿﻿
	Modes of data sharing
	Direct sharing
	Collaborative meta-analysis
	Federated analysis
	A Trusted Research ecosystem
	A ﻿Trusted Research Environment﻿
	Trusted third party for data linkage, anonymisation and perturbation


	Additional considerations for data sharing
	Considerations for commercial use of data
	Data deidentification and anonymisation

	Data-sharing agreements
	Informed consent
	Benefit sharing
	Intellectual property
	Intended output
	Authorship, attribution and acknowledgements

	﻿Conclusion﻿
	References


